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Abstract
The production effect refers to the finding that participants better remember items read aloud than items read silently. This 
pattern has been attributed to aloud items being relatively more distinctive in memory than silent items, owing to the integra-
tion of additional sensorimotor features within the encoding episode that are thought to facilitate performance at test. Other 
theorists have instead argued that producing an item encourages additional forms of processing not limited to production itself. 
We tested this hypothesis using a modified production task where participants named monochromatic line drawings aloud or 
silently either by generating the names themselves (no label condition) or reading a provided label (label condition). During 
a later test, participants were presented with each line drawing a second time and required to reproduce the original color and 
location using a continuous slider. Production was found to improve memory for visual features, but only when participants 
were required to generate the label themselves. Our findings support the notion that picture naming improves memory for 
visual features; however, this benefit appears to be driven by factors related to response generation rather than production itself.
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Introduction

Scientists and philosophers alike have long sought to cata-
logue the strategies and mechanisms through which stud-
ied information is best secured in memory (e.g., Bellezza, 
1981; Hebb, 1949; James, 1890). One rather old strategy 
(Ekstrand et al., 1966; for a modern review, see MacLeod 
& Bodner, 2017) that has attained renewed notoriety in 
recent years involves the overt production of certain study 
items – for example by reading them aloud (e.g., Hopkins & 
Edwards, 1972; MacLeod et al., 2010), singing them (e.g., 
Quinlan & Taylor, 2013, 2019), or mouthing them (e.g., 
Forrin et al., 2012). Each form of production involves addi-
tional preparatory or sensorimotor stages that some allege 
prove beneficial at later test (Fawcett et al., 2012; Forrin 
et al., 2012). This strategy has been shown to be effective, 
with produced items better recalled (e.g., Lin & MacLeod, 

2012) or recognized (e.g., Conway & Gathercole, 1987) 
than other, non-produced items (e.g., read silently); this has 
been termed the production effect (MacLeod et al., 2010).

Modern theoretical explanations of the production effect 
have largely centred on the notion of distinctiveness (e.g., 
MacLeod et al., 2010, 2022; Ozubko & MacLeod, 2010; 
Ozubko et al., 2014). This framework contends that produc-
tion (e.g., reading the word aloud) evokes additional pro-
cesses and representational elements (e.g., motor preparation, 
audition) not otherwise present during non-productive study; 
these processes become bound to the encoding episode, rep-
resenting what some refer to as the production trace (Fawcett, 
2013). In this manner, produced items “stand out” against 
the backdrop of non-produced items in memory, making 
them more readily accessible at retrieval, allowing the par-
ticipant to use access to the production trace to discriminate 
between studied and unstudied items (MacLeod et al., 2010). 
Early support for this account came from the apparent find-
ing that production only influenced memory when manipu-
lated within rather than between subjects (e.g., Hopkins & 
Edwards, 1972; MacLeod et al., 2010), and also that the 
effect could be eliminated by manipulations that diminished 
the utility of the production trace as a means of discriminat-
ing between old and new items (Ozubko & MacLeod, 2010).
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However, the presence of a between-subject production 
effect in recognition memory (for a review, see Fawcett et al., 
2023)1 challenges the notion that this effect solely arises 
from distinctiveness, given that there are no silent items to 
provide the “backdrop” against which the aloud items might 
“stand out.” Further characterizing the underlying processes, 
Fawcett and Ozubko (2016) demonstrated that the between-
subject production effect represents improved familiarity 
alone, whereas the within-subject production effect repre-
sents improved familiarity and recollection. They speculated 
that strategic use of the production trace might account for 
the recollective component whereas variation in attention 
or engagement might account for the familiarity component 
(see also Ozubko et al., 2012). The idea that participants 
are more engaged during aloud trials has been supported 
by applied work showing a reduction in mind wandering 
while reading passages aloud versus silently (Varao Sousa 
et al., 2013), electrophysiological evidence showing modula-
tion of early indices of attentional engagement even preced-
ing the productive act (e.g., the P300; Hassall et al., 2016; 
Zhang et al., 2023), neuroimaging evidence demonstrating 
increased activation in brain regions consistent with atten-
tional regulation and semantic processing during produc-
tion (Bailey et al., 2021), behavioral evidence that fluctuat-
ing – but not continuous – background noise eliminates the 
benefit of production (Mama et al., 2018), and pupillometric 
evidence revealing changes in mental effort predictive of 
the magnitude of the production effect even preceding word 
onset (Willoughby et al., 2019). Together, these findings 
suggest that participants process to-be-produced items in 
a fundamentally different manner than those intended for 
non-productive study, characterized by heightened atten-
tional engagement and sensitivity to the encoded material 
and its context.

Past research provides evidence for production-related 
memory improvements extending beyond the boundaries of 
the chosen productive modality. For example, the production 
effect persists despite – and is even unaffected by – efforts 
to eliminate the utility of the production trace by requiring 
a two-alternative forced choice with matched homophones 
(e.g., WHALE-WAIL) at test that would obviate the value 
of the production trace (Fawcett et al., 2022). Several studies 
have shown a production effect for nameable objects (e.g., 
Fawcett et al., 2012; MacLeod et al., 2022; Zormpa et al., 
2019a, b), including tasks putatively dependent on visual 

details (e.g., Hourihan & Churchill, 2020; Richler et al., 
2013); however, none have thus far investigated how produc-
tion influences the probability of recalling visual details or 
the precision with which those details are represented. The 
present study was designed to address this question.

Current experiments

Two experiments were conducted to evaluate whether pro-
duction improves the probability and/or fidelity of visual 
representations; in either, participants completed a modi-
fied production task involving the naming of colored objects 
with a continuous color and location judgment at test. These 
experiments differed only with respect to whether a verbal 
label was provided at study. For the sake of brevity, we 
report and model these data together.2 The combined data set 
was analyzed using two parametric models estimating either 
the fidelity (i.e., precision) of the respective judgment (von 
Mises model) or quantifying separately the probability of 
recollecting the color or location and the fidelity with which 
those features were represented when accessible (mixture 
model; e.g., Fawcett et al., 2016).

A strict interpretation of the typical distinctiveness 
account would predict production to have no impact on 
memory for visual detail because the production trace is 
itself orthogonal to such information and memory of having 
named the object aloud would have no diagnostic value (as 
all test items will have been studied). If differences emerged, 
they would instead imply variation in how the objects named 
aloud or silently were encoded during the initial phase. More 
specifically, a production effect on visual detail would sug-
gest that producing items alters the manner in which partici-
pants engage with or attend to those items, congruent with 
attentional framework of the effect. However, because pic-
ture naming – in the absence of a verbal label – requires gen-
eration as a precursor to production (Zormpa et al., 2019a), 
the emergence of a production effect in the no-label condi-
tion would conflate the benefits of production with those of 

1 Although between-subjects production benefits for overall recall 
appear unreliable (e.g., Jones & Pyc, 2014), recent research sug-
gests that production in between-subjects recall paradigms interacts 
with serial position such that a positive production effect emerges 
for items near the end of a list, while a reverse production effect (i.e., 
silent > aloud) occurs for early items (e.g., Gionet et al., 2022; Saint-
Aubin et al., 2021; for a meta-analysis, see Fawcett et al., 2023).

2 Our initial design was conceived as three experiments, with the 
first excluding the verbal label, the second providing the verbal label 
concurrent to the object, and the third providing the verbal label pre-
ceding the object. However, due to challenges with data acquisition 
during the recent pandemic, our sample was smaller for the third 
experiment than anticipated; because no differences were observed 
between the second and third experiments, they have been com-
bined here to maximize statistical power for the critical comparison 
between the label and non-label groups. While a balanced design is 
necessitated by some conventional approaches (e.g., ANOVA; see, 
e.g., Shaw & Mitchell-Olds, 1993), multilevel models are robust to 
substantial inequalities across cells (Clarke, 2008). Thus, we affirm 
that the unequal number of participants in each condition had little 
bearing on the analyses reported herein.
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response generation. The label condition was included to 
adjudicate between these possibilities: If production itself 
benefits visual representations, a production effect should be 
observed regardless of whether a label was provided.

Method

Participants

Two hundred and eight students from Memorial University 
participated (60 no labels, 113 labels presented concurrent 
to the image, 35 labels presented preceding the image).3 
Our initial sample size for the no-label condition was deter-
mined based on Fawcett et al. (2016), who applied a similar 
analytic technique using a different encoding manipulation 
(i.e., item-method directed forgetting). Whereas they used 
35 participants, we roughly doubled this figure to account 
for noise inherent in running our task online. The remain-
ing experiments were instead posted for the duration of the 
term and as many participants as possible were gathered 
within that time frame. Participants were compensated with 
partial credit toward an eligible undergraduate course. Par-
ticipants had normal or corrected-to-normal vision and no 
self-reported issues pertaining to color perception.

Materials and apparatus

Consent forms were completed and demographic informa-
tion was collected online via the survey tool Qualtrics prior 
to participants being forwarded to the main experiment at a 
separate link. The main experiment was programmed in JavaS-
cript using the JsPsych Library (de Leeuw et al., 2023) and 
participants completed the study in their own time using their 
own devices to display the experiment. Production studies have 
been conducted online in this manner in the past without issue 
(Fawcett & Ozubko, 2016). Study instructions were presented 
in 16-px Arial font and the cues used to instruct participants to 
name items aloud or silently were a pair of 150 × 150 px images 
depicting either an eye (name silently) or a mouth (name aloud).

For our study materials, 80 photographs depicting objects 
– each 400 × 400 px in size – were selected from those used 
by Brady et al., (2013; downloaded from http:// timbr ady. 

org/ resou rces. html). This stimulus set was created such that 
each item was categorically distinct and easily nameable (see 
Brady et al., 2008). These objects were rotated to a random 
color (selected according to a uniform distribution) along a 
LAB color wheel. Colors were assigned in this manner on a 
participant-by-participant basis and the items split randomly 
into 40 aloud and 40 silent items.

Procedure

Participants were instructed that they would view a series of 
common objects, each of which they should try to remember in 
as much visual detail as possible for a later test. On each trial, 
they were also told to name the object as quickly as possible 
according to a visual cue preceding the image itself; if the cue 
was an eye, they were to name the object silently in their head, 
whereas if it was a mouth, they were to name the object aloud. 
Participants were explicitly instructed to remember both the 
color and location of each object, in addition to its name. Par-
ticipants in the label condition were further instructed that they 
would be presented with the name of the object either preceding 
the object (under the visual cue) or concurrent to the object (in 
the centre of the screen). Figure 1 depicts the study and test 
procedure for each condition.

Study phase

Each study trial began with the presentation of a fixation stimu-
lus (“ + ”) for 500 ms. This was then followed by the cue image 
(i.e., an eye or a mouth) for 1,000 ms and finally the object for 
4,000 ms, followed by a 500-ms blank screen. For participants 
assigned to the label condition, the name of the object was also 
presented either beneath the cue image or in the centre of the 
screen concurrent to object presentation. Participants assigned 
to the no-label condition were required to generate the label 
themselves and were instructed to guess if they were unable 
to determine the identity of the object (no data were gathered 
regarding guessing). Objects were presented at a random loca-
tion on a circle (depicted by a thin black line) surrounding the 
fixation point. The study phase included a total of 40 aloud and 
40 silent trials.

Test phase

Following completion of the study phase, participants were 
presented with each object a second time and asked to indi-
cate the original color in which it had been studied; regard-
less of condition, labels were not provided during the test 
phase. Each trial began with a fixation stimulus (“ + ”) for 
500 ms followed by the image surrounded by a white circle 
with a smaller circle used as a marker. Participants were 
instructed to move the marker along the larger circle using 
the computer mouse to change dynamically the color of 

3 A further 18, 34, and nine participants completed the experiment 
in the no-label, label presented concurrent, and label presented pre-
ceding conditions, respectively, but were excluded for failing atten-
tional checks (i.e., misreporting what they were meant to do for each 
instruction image), reporting off-task behavior (e.g., watching a 
movie), or responding to either judgment on average in less than ~ 1 s 
(suggesting barely enough time to interact with the continuous judg-
ment on most trials). Whilst high for an in-person task, these exclu-
sion rates and justification are typical of online studies as detailed in a 
recent review of the area (Thomas & Clifford, 2017).

http://timbrady.org/resources.html
http://timbrady.org/resources.html
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the image. Participants were instructed to move the dongle 
until the image color matched the original color as closely 
as possible, submitting their response by clicking the mouse 
button. Doing so recorded both their response time and the 
angular distance between the selected and target colors. The 
object then appeared at a random location on the same circle 
from the study phase (portrayed in the selected color), and 
participants moved the location of the image in a manner 
similar to the color judgment. Responses during this phase 

were self-paced, but participants were instructed to avoid 
overthinking their response.

Following the test phase, all participants were redirected 
to a second Qualtrics survey where they completed a brief 
questionnaire asking if they followed the instructions from the 
previous two phases. These questions included asking if they 
took part in other activities while completing the study, if they 
wrote down the names of the items or used another strategy 
besides those instructed, if there was any reason their data 
should be excluded, and what they were supposed to do when 

Fig. 1  Study and test phase trial events for all experimental condi-
tions. This figure depicts the procedure used for aloud trials. For 
silent trials, the mouth icon was replaced by an eye icon and partici-
pants instead labeled images covertly; the procedure was otherwise 

identical. In all conditions, participants were instructed not to label 
images until the image had appeared and the participant had identi-
fied the object being depicted
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presented with an eye or mouth during the study phase. These 
questions were used to exclude participants who had technical 
issues, were distracted, or cheated during the study phase.

Statistical approach

The measure of interest was the angular distance between the 
target color or location and the color or location selected at 
test for each image. Both color and location were included as 
dependent measures for two reasons: First, our intended model-
ling approach requires a great deal of data – it is often applied 
in the context of short-term memory, where hundreds of trials 
might be gathered – and we believed that measuring two dimen-
sions rather than one would provide a more stable estimate. Sec-
ond, it had been our intent to evaluate on an exploratory basis 
whether color and location might be differentially impacted by 
production. For that reason, both measures were analyzed in the 
same model. An initial model included the dependent measure 
as an additional independent variable – but failed to observe 
any difference between the two responses. Accordingly, models 
reported in-text have collapsed these measures. For interested 
readers, however, the Online Supplementary Material reports 
models comparing outcomes for color and spatial position; the 
inferences that can be derived from these supplemental models 
are identical to those reported in text. As such, data were ana-
lyzed as a function of condition (aloud, silent) using a series 
of Bayesian multilevel models implemented with the brms 
package (Bürkner, 2017) in the R 3.5.1 (R Core Team, 2020) 
programming language. We analyzed our data first using a von 
Mises model estimating the precision (i.e., the inverse vari-
ance) of the color responses; we next fit a variable-precision 
mixture model designed to estimate separately the probability 
and fidelity with which the object is represented in memory 
(e.g., Lawrence, 2010; Zhang & Luck, 2008; for discussion in 
a similar modelling context, see Fawcett et al., 2016).

The mixture model assumes that each response arises from 
one of two scenarios: The first is that the participant cannot 
recollect the object color and must therefore guess, producing 
a deviation sampled from a uniform distribution subtending 
the circumference of the circle. The second is that the partici-
pant can recollect the object color, producing a deviation sam-
pled from a von Mises distribution centred on the target color 
(i.e., 0 radians) with the standard deviation of that distribu-
tion reflecting the fidelity with which the object is represented 
(e.g., greater variability reflects poorer fidelity). By estimating 
the relative probability of responses being sampled from each 
distribution, we can estimate the probability of participants 
recollecting the object’s color. Further, by estimating the rela-
tive variability of the von Mises distribution (i.e., responses for 
which the color was recollected), we can estimate the precision 
with which the color is represented.

For the von Mises model, priors were placed on each con-
dition such that the mean log-transformed precision of each 

condition could range anywhere between -2 and 2 (roughly 
0.14 and 7.4 radians) with individual participant precisions 
ranging from -4 to 4 (roughly 0.02 to 54.60). These effec-
tively reflect uniform priors, although a mildly regularizing 
prior was used for the correlations between the random effects. 
For the precision component of the mixture model, the mean 
log-transformed precision of each condition could range any-
where between -1 and 3 (roughly 0.37 and 20.10 radians) 
with individual participants’ precisions ranging from -3 to 5 
(roughly 0.05 to 148.41 radians). This distribution was shifted 
in the positive direction slightly, reflecting the fact that the 
von Mises portion of this model reflected only those trials for 
which participants had some recollection of the color or loca-
tion. However, it was still largely uniform. For the recollection 
component of the mixture model, the mean logit-transformed 
proportion of each condition could range anywhere between 
-2.84 and 0.83 (roughly 5.5% and 68.7%) with individual par-
ticipants estimates ranging from -3.66 to 1.66 (roughly 2.5% 
and 83.8%). These distributions were slightly biased towards 
lower recollection values (i.e., not centred on 50%), but were 
otherwise similarly uniform. A mildly regularizing prior was 
again used for the correlations between the random effects. 
Models were fit using 16 independent chains with 2,500 itera-
tions (1,250 warm-up samples) each and convergence was 
determined via visual inspection as well as standard metrics 
such as R-hat (Gelman & Hill, 2006). This resulted in a total of 
40,000 samples, with 20,000 post-warm-up samples.

Results

As depicted in Fig. 2, either modelling approach found produc-
tion to improve memory for the visual features of the produced 
items in the no-label condition, as demonstrated by an increase 
in the probability of remembering the visual feature in question 
(mixture model) and an increase in the fidelity with which that 
feature was represented (von Mises and mixture model). Dif-
ferences and their confidence intervals are provided in Table 1. 
However, no benefit of production was observed in the label 
condition.4

4 A comparable Frequentist ANOVA applied to the absolute angular 
distance between the target and selected feature revealed the same, 
with a main effect of production, F(1,206) = 15.67, MSe = 41.77, 
p < .001, and label, F(1,206) = 13.66, MSe = 577.29, p < .001, but also 
a significant interaction, F(1,206) = 19.40, MSe = 577.29, p < .001, 
such that a production effect was observed for the no-label group, 
t(59) = 5.97, p < .001, but not the label group, t(147) = 0.97, p = .336. 
Inclusion of the dependent measure (color, location) as an addi-
tional factor produced the same results, with neither the main effect 
of measure, F(1,206) = 0.01, MSe = 244.62, p = .962, nor any of the 
interactions involving measure, all Fs < 1 and all ps > .40, reached 
significance.
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Discussion

The present study is the first to demonstrate that pro-
ducing the name of a visual object improves the prob-
ability of recollecting specific visual elements in long-
term memory, as well as improving the fidelity with 
which those elements are represented, but only when 
participants self-generated verbal labels; when labels 
were provided, there was no credible production effect. 
This finding supports existing work that production also 
improves performance for tasks thought to be reliant 
on visual discrimination (Hourihan & Churchill, 2020; 
Richler et al., 2013). Furthermore, we observed a gen-
eration effect (i.e., no-label > label) even for unproduced 
items (cf. Overkott & Souza, 2022; see also, Overkott 
et al., 2023);5,6 the probability of remembering visual 

details was credibly higher in the silent no-label condi-
tion relative to both the aloud and silent label conditions, 
although this benefit did not persist for the precision of 
those visual details. Interpreted in aggregate, our find-
ings suggest that production can improve memory for 
visual detail, but they also apply the important caveat 
that this benefit appears to be dependent on response 
generation rather than production itself.

Prior to this investigation, two studies reported produc-
tion effects in memory for tasks reliant on visual discrimina-
tion: Both Richler et al. (2013) and Hourihan and Churchill 
(2020) demonstrated a production effect using forced-choice 
recognition, wherein participants produced or silently named 
pictures at study and discriminated between target items and 
matched exemplars at test (i.e., pictures of items with the 
same verbal label as the target).7 In both cases, however, 
items at study were presented without labels, thereby neces-
sitating that participants self-generate responses (Zormpa 
et al., 2019a). Given our failure to observe a production 
effect on memory for visual detail when labels were pro-
vided, our findings suggest that benefits observed by Hou-
rihan and Churchill (2020) and Richler et al. (2013) might 
have been driven by response generation rather than pro-
duction per se. However, it is important to note that our 
paradigm differed substantially from earlier investigations: 
First, our memory test was comprised solely of items previ-
ously studied and did not necessitate discrimination between 
items, thereby eliminating the utility that distinctive visual 
semantic representations might afford. In forced-choice 

Fig. 2  Density plot of angular error (radians) as a function of production (aloud, silent) and label (label, no label). A value of 0 reflects selection 
of the precise target color or location

5 Using a paradigm like that of the present study, Overkott and Souza 
(2022) found that naming unlabelled pictures did not benefit long-
term memory for stimulus color. However, participants in Overkott 
and Souza were subject to tests of short-term memory every three tri-
als and evaluation of long-term memory consisted of 288 trials, more 
than thrice that of the present study. Given this variation and the fact 
that long-term memory performance was near floor for participants in 
Overkott and Souza, we do not believe these results are directly com-
parable to those of the present study.
6 More recent efforts by Overkott et  al. (2023) demonstrated a mne-
monic benefit for color memory in an alternate labeling paradigm, 
wherein participants labeled the color of an object which was com-
mon across trials. Although this paradigm bears similarities to our 
own investigation, a key feature of the production effect is that the ben-
efit arises only when the productive act is item-specific, distinguishing 
production from labelling (see, e.g., MacLeod, 2011; MacLeod et al., 
2010; Richler et al., 2013). Moreover, Overkott et al. (2023) assessed 
memory every three trials, which differs substantially from our assess-
ment of participants’ long-term memory for a total of 80 items. Given 
these critical methodological differences, it seems unlikely that the 
developmental theoretical framework proposed by Overkott et  al. 
(2023) possesses relevant implications for our findings.

7 Richler et  al., (2013, Experiment 2) found that relative to silent 
reading, producing the names of unlabeled pictures yielded a sub-
stantial numerical advantage in forced-choice discrimination between 
targets and similar exemplars. However, this trend was not subject to 
statistical analysis.
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exemplar paradigms, on the other hand, participants might 
leverage distinctive representations to guide discrimination. 
Additionally, we evaluated memory only for two specific 
visual features (i.e., color and spatial position), whereas par-
ticipants might rely on other features (e.g., shape, texture) to 
guide discrimination between exemplars. Nonetheless, color 
and spatial position represent rudimentary visual features 
that are often processed automatically (e.g., Park & Mason, 
1982); if production does not improve memory for these 
basic features, it seems unlikely that a benefit would extend 
to more complex visual details or representations.

In contrast to our findings, generation typically produces 
negative (i.e., read > generate) effects on memory for visual 
detail (e.g., Mulligan et al., 2006; Nieznánski, 2011, 2012). 
This pattern has been explained by some with reference to 
an item-context trade-off, wherein generation improves item 
memory at the expense of hindering memory for contextual 
details (Jurica & Shimamura, 1999; see also, Nieznánski, 
2011, 2012); this trade-off is thought to occur due to the 
additional cognitive effort necessitated by generation relative 
to reading. Given that both item color and spatial position 
represent contextual details, such an account would predict 
worse memory for these details in our no-label condition. 
However, we instead observed a robust benefit for both color 
and spatial position when participants self-generated ver-
bal labels, thereby providing evidence against a trade-off 
account.

On the other hand, the processing account provides a 
more nuanced view of the relationship between generation 
and context memory. According to this view, generation 
(relative to reading) elicits a higher degree of semantic, 
nonvisual processing, allocating cognitive resources away 
from processing perceptual attributes of the target stimulus 
(Jacoby, 1983; Mulligan, 2004, 2011); details extraneous to 

the target are unaffected by differential processing, leading 
to a null generation effect for extrinsic contextual details 
(e.g., spatial position) and a negative effect (i.e., read > gen-
erate) for intrinsic details (e.g., stimulus color). Critically, 
however, Mulligan and colleagues (2004, 2011; Mulligan 
et al., 2006) suggest that generation-related differences in 
processing are task-specific: While typical generation tasks 
rely predominantly on nonvisual processing (e.g., antonym 
generation) and hinder memory for context, tasks that rely 
instead on visual processing (e.g., letter transposition) should 
improve memory for visual details. Given that participants 
in the present study were provided only visual information 
(i.e., pictures) as a cue to generate the target response, our 
paradigm necessitated visual processing almost exclusively. 
Thus, our observation of a positive generation effect on both 
extrinsic (i.e., location) and intrinsic (i.e., color) visual 
details provides strong support for the processing account 
over an item-context trade-off. Although earlier research has 
observed positive generation effects on memory for extrinsic 
visual details (e.g., Mulligan et al., 2006), the present study 
is the first to show that visually driven generation tasks can 
benefit memory for intrinsic details, validating a key pre-
diction made by the processing account that has hitherto 
remained unsupported (Mulligan, 2011).

Although our findings align well with processing accounts 
of the generation effect, it is more difficult to reconcile our 
observation of a production effect in the no-label condition 
with theoretical frameworks of production. Critically, our 
paradigm obviates any utility that relative distinctiveness 
might afford, given that participants were not required to dis-
criminate between items at test. One possible explanation for 
this finding is that participants failed to adequately generate 
labels for items unless an overt response was required. Were 
this the case, however, we would expect similar performance 

Table 1  The precision (radians) and probability (%) of memory for 
color or location judgments as a function of model (von mises, mix-
ture) and label (no label, label); values in parentheses reflect 95% 

confidence intervals and Bayesian p-values reflect confidence in the 
production effect (PE) or in the superiority of the no-label PE over 
the label PE. See text for more detail

Model Silent Aloud PE p

Von Mises (Precision)
     No Label 1.76 (1.45, 2.25) 2.76 (1.93, 4.22) 1.00 (0.43, 2.06) 1.00
     Label 1.40 (1.28, 1.54) 1.41 (1.29, 1.56) 0.01 (-0.06, 0.09) .66
     Difference (NL – L) 0.99 (0.42, 2.06) 1.00

Mixture (Precision)
     No Label 4.51 (3.54, 5.59) 6.17 (5.07, 7.33) 1.65 (0.32, 3.01) .99
     Label 5.57 (4.59, 6.59) 5.69 (4.75, 6.67) 0.13 (-1.10, 1.34) .59
     Difference (NL – L) 1.53 (0.09, 3.02) .98

Mixture (Probability)
     No Label 44.9 (36.7, 53.1) 53.8 (44.9, 62.2) 8.9 (3.1, 14.6) .99
     Label 32.7 (27.9, 37.6) 32.3 (27.1, 37.7) -0.4 (-3.9, 3.3) .42
     Difference (NL – L) 9.3 (2.9, 15.6) .99
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between the silent no-label and label conditions, but we 
instead observed an advantage for the silent no-label con-
dition relative to either label condition.8 Nonetheless, this 
pattern of results could be accommodated if participants 
failed to engage deeply with trials that did not require overt 
generation. With respect to this explanation, it may be the 
case that participants engaged with silent no-label trials only 
insofar as pictures were recognized; recognition of common 
objects is thought to be an automatic cognitive process (e.g., 
Boucart et al., 2000; Dell’acqua & Job, 1998) and accord-
ingly, activation of semantic labels for these trials may not 
have necessitated deep visual processing. Congruent with 
such an explanation, the advantage we observed for the silent 
no-label condition relative to either label condition occurred 
only for probability and did not extend to fidelity, which 
may imply that the benefit was driven by a shallow form of 
visual processing when generation was covert. On the other 
hand, trials that required overt generation might have forced 
participants to carefully consider pictures while generating 
to-be-produced labels, necessitating deeper engagement with 
visual features relative to that afforded by automatic pro-
cesses related to object recognition.

Another possibility is that production does enhance mem-
ory for visual detail, but that response generation is a pre-
requisite for this benefit. Distinctiveness-based frameworks 
cannot readily accommodate a production-related advan-
tage for visual details given that typical accounts would 
predict the production effect to arise solely on the basis of 
distinctive articulatory and auditory features (e.g., Forrin 
et al., 2012; Mama & Icht, 2016), which should possess no 
additional information that can be used to guide retrieval of 
visual details. However, the benefit we observed might be 
accommodated if one accepts that production alters the way 
participants engage with study items. To contextualize our 
results, production of self-generated verbal labels might have 
increased attention to visual details present at encoding; this 
could result in these details being better encoded, yielding 
a mnemonic benefit at test. At present, a growing body of 
evidence is congruent with the hypothesis that production 
increases attentional engagement at encoding (e.g., Bailey 
et al., 2021; Hassall et al., 2016; Mama et al., 2018). With 
respect to the fact that the production effect we observed 
was confined to the no-label condition, one possibility is 
that participants attended preferentially to orthographic 
labels rather than pictures when the former were provided. 
Relative to reading words, processing images is slower and 
more effortful (Johnson et al., 1996), and accordingly, the 

latter may have been prioritized to conserve effort; if partici-
pants ignored pictures when labels were present, a produc-
tion effect would be expected only in the absence of labels. 
However, this hypothesis is incongruent with our observa-
tion that performance in the label condition was well above 
chance, indicating that participants did attend to pictorial 
stimuli even when labels were present. Furthermore, pre-
senting labels prior to pictures – and thereby eliminating the 
possibility that orthographic processing would be prioritized 
– still did not result in a production effect.

Alternatively, a production effect confined to the no-label 
condition might be explained if production-related attentional 
enhancements reflect increased engagement solely with the 
target item itself (i.e., the to-be-produced stimulus) rather than 
with the multitude of features present in the spatiotemporal 
environment at encoding (i.e., the study trial). In picture-
naming trials for which no label was provided, then, increased 
engagement with the target item would reflect increased 
engagement with the pictorial stimulus and, by extension, the 
visual features of the stimulus; when orthographic labels are 
provided, however, production increases engagement solely 
with labels themselves, rather than the visual features of pic-
torial stimuli present at encoding. Although such an explana-
tion fits neatly with the pattern of results we observed, this 
hypothesis conflicts with recent findings that production itself 
does not improve memory for contextual details intrinsic to the 
target item (e.g., font size; Bodner et al., 2020). Further, in con-
trast to our findings, this hypothesis would predict a production 
effect to occur when labels are presented preceding pictures: 
Orthographic labels disappeared before participants produced 
the items and accordingly, a production-related attentional 
increase should benefit memory for pictorial stimuli present 
during the productive act.

In sum, our findings suggest that improvements to the prob-
ability and fidelity of memory for color and spatial position 
are driven predominantly by response generation rather than 
production. When generation tasks rely on visual processing, 
participants must leverage visual details to generate targets 
from cues, enhancing processing of these details and leading 
to a mnemonic benefit. On the other hand, production appears 
only to improve memory for visual detail when generation is a 
prerequisite for the productive act. While we cannot yet deter-
mine whether this benefit is driven by deeper visual process-
ing, attentional increases, or a yet-to-be identified alternative 
mechanism, evidence appears to favor the former.
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